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Contexto Individual



Using the new Office with touch

http://blogs.office.com/b/office-next/archive/2012/07/18/using-the-new-office-with-touch.aspx
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Figure 7. Callout placement: (a) default position; (b) avoiding 

clipping at edges; (c and d) avoiding clipping at top. 

Escalation based on hesitation and selection ambiguity  
Shift cannot always know whether the user needs support in 
an upcoming targeting attempt. By using dwell time, the 
ultimate decision about whether or not to escalate is left to 
the user. In the complete absence of additional knowledge 
about target size and locations, a fixed timeout is used such 
as 300ms. But if tighter integration makes target sizes and 
locations available, Shift can determine dwell time based on 
selection ambiguity. Mankoff et al. also discuss the problem 
of target selection ambiguity. In their system, if the first 
click is ambiguous, a “magnifier” is displayed and a second 
click is required to resolve the ambiguity [15]. 

We calculate selection ambiguity by comparing the smallest 
target size found under the finger with the occlusion thresh-
old size (Figure 8). When the target is small compared to 
the occlusion threshold, the selection ambiguity is high. In 
this case, we can set the dwell timeout to be very short and 
escalate immediately. However, if the target is much larger 
than the occlusion threshold, then occlusion is not a prob-
lem and escalation is not necessary. The timeout can then 
be set to a longer time enabling users to take advantage of 
simple, direct touch. For targets around the same size as the 
occlusion threshold, the degree of selection ambiguity is 
itself ambiguous (the user may or may not need escalation 
depending on their confidence in their selection). In this 
case, the dwell timeout occurs after a short delay just long 
enough to control escalation invocation with hesitation. If 
they want to escalate, they hesitate by holding down for a 
moment. To avoid escalation, they lift up immediately.  

Our implementation uses the difference between ST, the 
smallest dimension of the smallest target under the finger, 
and SF , the occlusion threshold size.  ST  - SF  is mapped to a 
dwell time using a logistic function with parameters of a=1, 
m=0, n=4, and Ĳ=3 (Figure 8). This produces a smooth 
curve mapping small targets to ~0ms, large to ~1200ms and 
targets near the occlusion threshold to about 300ms.  

Estimating Occlusion Threshold 
The occlusion threshold is roughly related to the finger con-
tact area, but touch sensitive screens commonly used on 
PDAs and UMPCs only report a single input point and not 

the finger contact area. So we form an estimate of the oc-
clusion threshold SF over time, based on the target sizes for 
which they do and do not use escalation. We begin with an 
initial guess SF, then increase SF by s if the user escalates 
when SF < ST and decrease SF by s if the user does not esca-
late and SF > ST. We define s = w|SF - ST|, where w is a 
hand tuned weight to smooth the estimate over time. We 
found that w=0.125 gave a good balance between smooth-
ness and learning rate. 
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Figure 8. Ambiguity estimation for escalation: (a) the occlu-
sion threshold diameter SF and the smallest dimension of the 

smallest target found under the finger ST ; (b) logistic function 
maps the difference ST - SF  to a dwell timeout. 

A potential benefit of this scheme is that if the user prefers 
to use their fingernail, SF will shrink so that escalation is 
instant only for very small targets. For devices that can 
sense if the stylus is in the device holster, our approach 
allows learning independent SF values for finger and pen 
input, respectively. In the absence of this sensor data, set-
ting w to a high value allows learning a new SF quickly to 
respond to changes in the user’s input style. 

Correcting for User’s Perceived Input Point 
The single selection point computed by a resistive touch 
screen is placed roughly at the mean finger contact area 
[21] (Figure 9b). Benko et al. suggest that many users per-
ceive the selection point of their finger as being located 
near the top of the finger tip [5] (Figure 9a). In an examina-
tion of log data from our pilot, we found that contact points 
were often slightly below the intended target. Since Shift’s 
escalated pointer position is displayed relative to the initial 
contact point, we adapt the location to reflect the user’s 
perceived contact point.  

(a) user view (b) hardware view

input point

input point

 
Figure 9. Perceived input point: (a) users expect the input 

point to be near the tip of their finger; (b) hardware places the 
input at the centre of the finger contact area. 

The vision-based touch screen used by Benko et al. [5] al-
lowed them to place the pointer according to the finger’s 
actual contact area. Shift works with more common resis-
tive touch screens by adjusting the input position based on a 
single contact point. We continuously refine an estimate of 
a correction vector V mapping the hardware input point to 
the user’s perceived input point. We update V by adding a 
weighted vector between the corrected final lift-off point P2 
and initial contact point P1: Vt+1 = Vt + w(P2  - P1), where w 
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ABSTRACT 
The size of human fingers and the lack of sensing precision 

can make precise touch screen interactions difficult. We 

present a set of five techniques, called Dual Finger 
Selections, which leverage the recent development of multi-

touch sensitive displays to help users select very small 

targets. These techniques facilitate pixel-accurate targeting 

by adjusting the control-display ratio with a secondary 

finger while the primary finger controls the movement of 

the cursor. We also contribute a “clicking” technique, called 

SimPress, which reduces motion errors during clicking and 

allows us to simulate a hover state on devices unable to 

sense proximity. We implemented our techniques on a 

multi-touch tabletop prototype that offers computer vision-

based tracking. In our formal user study, we tested the 

performance of our three most promising techniques 

(Stretch, X-Menu, and Slider) against our baseline (Offset), 
on four target sizes and three input noise levels. All three 

chosen techniques outperformed the control technique in 

terms of error rate reduction and were preferred by our 

participants, with Stretch being the overall performance and 

preference winner.  

Author Keywords 
Touch screens, tabletop displays, two-finger, bi-manual, 

interaction techniques, precise target acquisition. 

ACM Classification Keywords 
H.5.2 [Information Interfaces and Presentation]: User 

Interfaces — Input devices and strategies, Interaction 

styles, Evaluation/methodology. 

INTRODUCTION 
The ability to directly touch and manipulate data on the 

screen without using any intermediary devices has a very 

strong appeal to users. In particular, novices benefit most 

from the directness of touch screen displays. A fast learning 

curve and inherent robustness (no movable parts) makes 

touch screens an ideal interface for interacting with public 

installations, such as information kiosks, automated teller 

machines, ticketing machines, or gambling devices.  

While touch screen use is widespread in special purpose 

applications, the slow adoption of touch screens into more 

general computing devices has be attributed to known 

issues of relatively high error rates, arm fatigue, and lack of 

precision [2]. Due to technical restrictions, most 

commercially available touch screen devices in use today 

are only capable of tracking a single point on the surface of 

the device. However, with the recent emergence of many 

multi-touch prototype devices [1, 11, 14, 22, 25, 26], 

research on multi-finger and multi-hand touch interactions 

has increased [4, 7, 27]. In addition to dealing with the 

same issues as the single-touch machines, the underlying 

technology of multi-touch sensitive devices (such as vision-

based sensing [25, 26]) often tends to make their input more 

noisy.  

When running software developed for a normal mouse 

interface on such a touch screen, these issues become 

problematic. Today’s WIMP (windows, icons, menus and 

pointing) user interfaces require frequent selection of very 

small targets. For example, window resize handles are often 

just 4 pixels wide. Noisy input, lower tracking resolution, 

and large potential touch area of a finger now become a 

problem. Furthermore, fingertips can occlude small targets 

depriving users of visual feedback during target acquisition.   
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Figure 1. Precise dual finger selection techniques 
enable pixel-precise selections and manipulations 
on multi-touch screens. This image shows the use of 
Dual Finger X-Menu in selecting “slow 10X” mode. 
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ABSTRACT 
Precise alignment of graphical objects and the creation of 
accurate layouts are crucial activities in many applications, 
such as graphics design tools, presentation software or 
graph editors. Surface computing is very promising for 
these application domains but not fully explored yet. In this 
paper we contribute two tools which support layout tasks on 
interactive displays: interactive grids and multi-touch 
alignment guides. Both tools allow the precise positioning 
of graphical objects in a flexible and fluent way by multi-
touch input. Direct bimanual interaction and physical 
metaphors are applied to arrange objects along straight lines 
and curves. A formative user evaluation showed promising 
results with regard to a productive and easy use of the tools.  

Author Keywords 
Layout, Alignment, Multitouch, Tabletops, Gestures 

ACM Classification Keywords 
H.5.2 [Information interfaces and presentation]: User 
Interfaces – Graphical user interfaces.  

General Terms  
Design, Human Factors 

INTRODUCTION 
Accurate positioning of graphical objects is an essential 
activity in many applications. In desktop publishing tools 
(e.g., Adobe Illustrator®) and presentation software, images 
or textboxes have to be aligned in a precise way to create 
good layouts. Graph editors are another example, in which 
child nodes have to be properly arranged below their parent 
nodes. In existing tools these tasks can be accomplished 
indirectly, for example by invoking functions from menus 
(e.g., for right alignment) or by entering values (e.g., for 
setting the spacing of items). Beyond that, there are 
techniques which allow precise positioning by direct 
manipulation. Users drag objects and the system provides 
automated assistance, for example by snapping (e.g., snap-
dragging [1]). Objects snap to grids on the background, to 
the bounds of other objects or to previously created guides. 

   

Figure 1 Interactive grids: an orthogonal grid can be 
adjusted by multiple fingers (a) and seamlessly changed 

to a radial grid (b). Multi-touch alignment guides: 
objects are bound to shapes such as lines (c) or arcs (d). 
Alignment and spacing can be adjusted by touch input. 

However, these approaches have several drawbacks. For 
example, creating more complex layouts with different 
spacing between objects (cf. Figure 1c) or arranging objects 
along circular arcs (cf. Figure 1d) can be tedious. 

Interactive displays supporting multi-touch interaction or 
even the combination of touch and pen input are very 
promising for graphics applications [4, 2]. Gestures allow 
quick mode switches and a more natural and direct way of 
interaction. Moreover, many tasks can be performed 
simultaneously by both hands. However, their potential is 
not fully exploited yet. Especially the creation of pleasant 
and precise layouts is challenging with these modalities. 
Therefore, tools are necessary which are tailored to multi-
touch input and provide automated assistance. 

In this paper we are contributing two specific tools for 
aligning graphical objects on multi-touch enabled displays: 
interactive grids (Figure 1 left) and multi-touch alignment 
guides (Figure 1 right). They allow path alignment tasks in 
a continuous flow of interaction which are difficult to 
achieve in existing tools. The following three interaction 
principles are realized by our new tools: (1) Productive use 
of multi-touch input and bimanual interaction. Users are 
able to achieve compound tasks by both sequential actions 
and continuous input without interrupting the workflow. (2) 
Flexible layouts and alignments can be created by direct 
manipulation of objects. Thereby, touched objects can serve 
as representatives of a group of objects. Manipulating them 
affects all other objects in the same way. (3) Finally, 
physical metaphors are applied. Magnetic effects and 
flicking and shaking gestures are used to provide natural 
interaction. For both tools, we conducted a formative 
qualitative user study which showed promising results. 
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Contexto y 
motivación

• Las tareas de diseño requieren 
un control cuidadoso de las 
formas en que los objetos son 
manipulados.

• No hay suficiente información 
acerca de las pautas de diseño.

• Ofrecer alternativas de 
interfaces para estas 
superficies interactivas.



Trabajo en curso



Preguntas de 
investigación

• ¿Qué experiencias de usuarios 
se han llevado a cabo en 
trabajos anteriores para 
interactuar con superficies 
multitáctiles?

• ¿Qué tipo de aplicaciones se 
pueden probar y dónde?

• ¿Qué patrones de diseño son 
los más adecuados para las 
superficies multitáctiles?

• ¿Cuáles son los patrones de 
interacción para trabajar en 
superficies táctiles?



Objetivos de la investigación

Proponer, desarrollar, probar y poner patrones de interacción y patrones de 
desarrollo para trabajar con superficies interactivas multitáctiles:
• Mejorar la productividad
• Reducir el entrenamiento del usuario 
• Aumentar la satisfacción 
• Proveer bases objetivas para el diseño de interfaces de usuario
• Aumentar ventajas competitivas
• Proporcionar la estructura de trabajo de ingeniería de usabilidad
• Ergonomía
• Practicidad
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